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Abstract—Roaming across heterogeneous wireless networks
such as wireless wide area network (WWAN) and wireless local
area network (WLAN) poses considerable challenges, as it is usu-
ally difficult to maintain the existing connections and guarantee
the necessary quality-of-service. This paper proposes a novel
seamless and proactive end-to-end mobility management system,
which can maintain the connections based on the end-to-end
principle by incorporating an intelligent network status detection
mechanism. The proposed system consists of two components,
connection manager (CM) and virtual connectivity (VC). The
CM, by using novel media access control-layer and physical-layer
sensing techniques, can obtain accurate network condition, while
at the same time reducing the unnecessary handoff and ping-pong
effect. The VC can make mobility transparent to applications
without additional network-layer infrastructure support using
a local connection translation, and can handle mobility well in
the network address translator and simultaneous movement
cases using a subscription/notification service. The proposed
system enjoys several unique advantages: 1) capable of reacting
to roaming events proactively and accurately; 2) maintaining the
connection’s continuity with small handoff delay; and 3) being a
unified end-to-end approach for both IPv4 and IPv6 networks.
We have built a prototype system and performed experiments to
demonstrate the advantages of the proposed system.

Index Terms—Mobility management, network condition de-
tection, wireless wide area network (WWAN)/wireless local area
network (WLAN) handoff.

I. INTRODUCTION

WITH RAPID development and deployment of wireless
technologies, future wireless Internet is expected to con-

sist of different types of wireless networks with different access
bandwidth and coverage range. For instance, wireless local area
networks (WLANs) can provide high-speed Internet access at
limited places (i.e., hot spots), whereas cellular networks can
offer universal network access but with limited access rate. A
natural trend is, therefore, to utilize high-bandwidth provided
by WLANs such as IEEE 802.11 and the universal coverage
of the wireless wide area networks (WWANs) such as General
Packet Radio Service (GPRS)/Universal Mobile Telecommuni-
cations System (UMTS) networks. It, therefore, requires an effi-
cient support for switching between different wireless networks.
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We refer to such a switch procedure as internetwork roaming
or vertical handoff. One of desired features for such heteroge-
neous wireless networks is, therefore, how to support seamless
and proactive global roaming. Here, by “seamless,” we mean
that upper layer applications should be unaware of the roaming
events and the related roaming procedure. By “proactive,” we
mean that accurate access network conditions and user prefer-
ences should be obtained in advance for accurate roaming de-
cision. The seamless and proactive features can enable mobile
users to move freely across heterogeneous wireless networks
with the needed quality-of-service (QoS) requirement.

There has been several works focusing on vertical handoff
support. In [1], Gustafsson et al. proposed the “always best
connected (ABC)” concept that offered connectivity over mul-
tiple-access technologies to enhance user experience. This work
provided the framework of ABC; but mobility management was
not discussed. In [2]–[4], several experimental systems were re-
ported, in which handoff decision and connection maintenance
issues were treated separately and the core of such systems is the
mobility management scheme, which can maintain users’ con-
nections after a vertical handoff occurred. However, in these sys-
tems, proactive network condition detection and seamless mo-
bility management were not addressed. We proposed a mobility
management scheme supporting WWAN and WLAN roaming
in [5]; however, technical details such as network bandwidth and
delay estimation, as well as end-to-end mobility management
were not fully addressed.

In order to achieve seamless and proactive roaming, two key
issues have to be addressed: network condition detection for
vertical handoff decision and connection maintenance. More-
over, the network condition detection scheme and the connec-
tion maintenance scheme need to be tightly integrated to form a
mobility system for roaming across heterogeneous wireless net-
works. To achieve proactive vertical handoff, the network con-
dition should always be obtainable by an appropriate handoff
metric. In heterogeneous wireless network environment, this is
challenging as there does not exist comparable signal strength
at the physical-layer to be utilized as vertical handoff decision
metrics due to the different physical techniques. This is fur-
ther complicated by the fact that different wireless access tech-
nologies offer different QoS parameters such as available ac-
cess bandwidth and access delay, which could be difficult to ob-
tain. To achieve seamless mobility management, small handoff
delay is critical and the mobility event should be made trans-
parent to applications. Since minimized handoff delay can be
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achieved if the mobility management procedure is performed
from end-to-end between two communication peers, thus a nat-
ural question arises is whether it is possible to design a mo-
bility management scheme that resolves the mobility issue by
end hosts themselves using the end-to-end principle (i.e., keep
the network as it is, enhance the end systems instead).

To address the aforementioned problems, this paper proposes
a novel end-to-end mobility management system for roaming
across heterogeneous wireless networks. In this system, a
connection manager (CM) is presented to intelligently detect
the availability of different networks and the network condi-
tions for vertical handoff decision. In CM, we propose a new
QoS-based handoff metric including available bandwidth and
access delay by using WLAN media access control (MAC)
layer sensing, which can help to make accurate handoff deci-
sion and significantly reduce the wrong-decision probability
during roaming from WWAN to WLAN. Moreover, in order to
timely detect the unavailability of WLAN when roaming from
WLAN to WWAN, a fast Fourier transform-based (FFT) signal
decay detection scheme is introduced to reduce the ping-pong
effect and the unnecessary handoff probability significantly.

To maintain connections’ continuity by utilizing the network
condition information provided by CM, a virtual connectivity
(VC) is proposed. VC is based on the end-to-end principle and
is a unified and complete end-to-end mobility scheme to main-
tain connections’ continuity. Besides the basic end-to-end mo-
bility management procedures, in VC, we introduce a local con-
nection translation (LCT) which maintains mapping relation-
ship between the original connection information and the cur-
rent connection information for each active connection, thus
making mobility transparent to applications. Moreover, an ap-
plication layer subscription/notification (S/N) service is intro-
duced to support mobility in case that network address trans-
lator (NAT) [6] and/or simultaneous movement are involved.

The rest of this paper is organized as follows. Section II re-
views related works. Section III presents CM, including how
to perform MAC-layer sensing and how to accurately detect
the signal decay. In Section IV, VC is proposed as a complete
and unified end-to-end mobility management scheme by intro-
ducing LCT and S/N. A prototype system is implemented and
experiments are performed in Section V. Section VI concludes
this paper.

II. RELATED WORK

In this section, we review related work on network condi-
tion detection and mobility management. Existing horizontal
handoff, which deals with switching between base stations
(BSs) [7], uses handoff metrics such as call blocking and call
dropping rate to evaluate the performance. These metrics,
however, are not applicable to vertical handoff. In the case
of vertical handoff, a handoff decision algorithm faces the
following challenges. First, signal strength comparison-based
handoff decision algorithm used in today’s horizontal handoff
of cellular system cannot be applied to vertical handoff,
since the roaming networks are asymmetric and there are no
comparable signal strengths associated with them. Second,

new metrics such as network available bandwidth, access
delay, and packet error rate differ greatly in different wireless
networks and are difficult to obtain compared with the phys-
ical-layer parameters such as received signal strength (RSS)
and signal-to-interference ratio (SIR).

On existing vertical-handoff work, in [8], a neural net-
work-based approach was proposed to detect the received
signal decay and make handoff decision. Such an algorithm,
however, is rather complex due to the complicated neural
network topology and, hence, is difficult to implement in
practice. In [9] a roaming scheme that considered the relative
bandwidth of WLAN and GPRS was proposed, but no technical
details on how to obtain the bandwidth were provided. In [4],
a roaming scheme that considered only the signal strength was
proposed. More detailed performance description of [4] can
be found in [10]. In [11], a detailed vertical handoff signaling
procedure was presented, but no details on the handoff decision
algorithm were given. To the best of our knowledge, there is
no reported work on how to perform MAC-layer QoS sensing
in addition to physical-layer sensing to obtain the wireless
network conditions for vertical handoff decision.

Once the network conditions are sensed and the vertical
handoff is triggered, the next key issue is how to maintain
the continuity of the on-going connections using a mobility
management scheme. There are two types of mobility schemes:
network infrastructure-based and end-to-end-based. Mobile IP
(MIP) [12], [13] is the widely studied network-layer mobility
management scheme, in which packets from and to the mobile
host are tunneled through a home agent (HA) at its home
network so that the corresponding node that communicates
with the mobile host is unaware of the mobility of the mo-
bile host. Based on MIP, in order to improve the routing
performance and resolve the associated scalability problem,
several extensions have been proposed [14]–[16]. All of these
solutions significantly rely on the network infrastructure, in
particular, HA. It has been noticed that the home and foreign
agents could become bottlenecks since they need to handle the
tunneled packets for a possibly large number of mobile hosts.
As a network infrastructure-based approach, MIP may face
deployment issue, since it needs HAs (and foreign agents for
MIPv4) to be added into the network.

On the other hand, the end-to-end approaches can provide
small handoff delay and can handle mobility without additional
support from the network elements. Session initiation protocol
(SIP) extensions are proposed to extend the protocol to support
host mobility [17], [18] from end-to-end, alleviating some of
the shortcomings associated with MIP and its route optimiza-
tion variants. However, this approach can only be applied to ap-
plications that use SIP. TCP-R [19] and Migrate [20], which are
end-to-end schemes dealing with mobility for TCP, introduce
new states and options to handle the continuation of TCP con-
nections. Though there are a few reported end-to-end mobility
approaches [17]–[21], there still lacks a unified end-to-end mo-
bility solution for various applications and works well under
various mobility scenarios. Specifically, the following issues,
namely, transparent to applications, work under NAT, and work
under simultaneous movement, need to be further studied and
addressed (see Section IV for detail discussion).
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Fig. 1. Network performance under different NAV occupation. (a) Available bandwidth. (b) Mean access delay.

III. CONNECTION MANAGER FOR ROAMING DETECTION

The primary functionality of CM is to intelligently sense
and detect the network conditions, such as network type, signal
strength, bandwidth, and delay. Motivated by the fact that the
handoff in CM between WLAN and WWAN is vertical and
asymmetrical, we introduce new handoff metrics for roaming
between WLAN and WWAN. Specifically, from WWAN to
WLAN roaming, we present MAC-layer sensing by taking
into account the QoS of WLAN system for better connectivity;
from WLAN to WWAN roaming, we propose an FFT decay
detection algorithm for timely detecting unavailability of
WLAN.

A. Roaming From WWAN to WLAN

For roaming from WWAN to WLAN, existing approach is
largely based on physical-layer sensing, e.g., in [10], where the
objective is to guarantee the availability of the stable WLAN
signal. To this end, the WLAN air interface will be periodi-
cally turned on to scan the beacons. Once the user moves into
WLAN, a valid WLAN service set identifier (SSID) will be de-
tected. Furthermore, in order to assure that the WLAN signal
is stable enough, it is required that the received signal strength
index (RSSI) be larger than a preset threshold. In addition to ex-
isting physical-layer sensing, we propose MAC-layer sensing
technique considering not only the availability of WLAN but
also the MAC-layer QoS conditions of WLAN, such as avail-
able bandwidth and access delay, to aid the handoff decision for
better connectivity.

1) MAC-Layer Sensing: The goal of MAC-layer sensing is
to detect the WLAN network condition, such as available band-
width and mean MAC-layer access delay, which are used by CM
as handoff metrics. If the WLAN network condition is better
than that of the WWAN, the user will switch to WLAN by se-
lecting the best available access point (AP). Otherwise, the user
will stay with WWAN. As a result, the MAC-layer sensing can
help users to choose the best AP and can reduce the wrong de-
cision probability compared with the existing approach, where
the roaming decision to WLAN is always performed as long

as WLAN is detected to be available. To obtain the available
bandwidth and access delay in MAC layer is not trivial since in
MAC layer, we cannot obtain these parameters directly. Instead,
we can only obtain some indirect information, e.g., by listening
to and collecting the network allocation vector (NAV) in MAC
layer. NAV is the main scheme used in IEEE 802.11 WLAN [22]
to avoid collision by setting a busy duration on hearing frame
transmissions from other mobile hosts. Thus, the NAV can well
reflect the channel busy status.

To demonstrate the effectiveness of the bandwidth and
delay estimation based on NAV, we perform both analysis and
simulation. We consider the IEEE 802.11 WLAN system in
which the MAC protocol is based on carrier sense multiple
access with collission avoidance (CSMA/CA), in particular,
under the distributed coordination function (DCF) mode [22].
In performance analysis, we derive how the NAV can be
mapped to the available bandwidth and access delay (see the
Appendix for details). In the simulation, we use ns-2 [23]
with the random constant bit rate (CBR) traffic model and re-
quest-to-send/clear-to-send (RTS/CTS) enabled. We record the
NAV values under various traffic conditions. We find that the
simulation results are insensitive to the user number when the
user number is within 6 to 30. In the following simulations, ten
users are used. Fig. 1 illustrates the results obtained from both
simulation and analysis on the estimated available bandwidth
and access delay versus observed NAV. From Fig. 1(a), it can
be observed that the system available bandwidth decreases
almost linearly with the NAV occupation. From Fig. 1(b), we
can see that the access delay explodes when the NAV reaches
around 0.7 that indicates the system saturation point.

In CM, we observe the NAV for s and calculate the av-
erage NAV in this observation window. If the average NAV is
smaller than a threshold , roaming into WLAN is granted; oth-
erwise, the user stays in WWAN. To measure the performance of
the proposed MAC-layer sensing, we define the wrong-decision
probability that is the sum of the following two components.

• Unnecessary handoff probability: Under a given input
traffic and NAV observation window size , the unnec-
essary handoff probability is defined as the probability
of roaming into WLAN under the condition that the
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Fig. 2. Comparison of wrong-decision probabilities between our MAC-layer
sensing approach and the traditional approach.

observed NAV values are smaller than but in the
following s they are not all smaller than .

• Missing probability: Under a given input traffic and NAV
observation window size , the missing probability is de-
fined as the probability of not roaming into WLAN under
the condition that the observed NAV values are larger than

but in the following s they are all smaller than .

It can be easily seen that the larger the NAV threshold is,
the smaller the missing probability will be, but the larger the un-
necessary handoff probability will be. To demonstrate the effec-
tiveness of our MAC-layer sensing, we use the total wrong-de-
cision probability to compare our MAC-layer sensing approach
with the traditional approach where the decision is made once
the WLAN is physically detected [10] using simulation. In the
simulation, the NSWEB traffic model is used [24] with 1–24
users, is set to 1 s and is set to 3 s, and the NAV decision
threshold and . Fig. 2 shows the comparison
results. The case with larger is also simulated and similar re-
sults are observed. From Fig. 2, it can be seen that the wrong
decision probability with MAC sensing is much lower than the
existing approach which only uses physical-layer sensing.

B. Roaming From WLAN to WWAN

The goal of roaming from WLAN to WWAN is to switch
to WWAN before the WLAN link breaks, meanwhile, to stay
in WLAN as long as possible due to less cost and better QoS.
However, because of fading effect, the WLAN RSSI may fluc-
tuate severely (more than 10 dB usually). Thus, the key problem
is how to timely detect the unavailability and the decay of the
WLAN signal. To this end, we present an FFT-based approach
for accurately detecting the unavailability of WLAN.

1) FFT-Based Decay Detection: To detect the signal decay,
we propose an FFT-based decay detection approach based on
the following proposition.

Proposition: The fundamental term of the FFT of a statisti-
cally decreasing sequence with length ( is even) always has
a negative imaginary part. That is

(1)

Fig. 3. Comparison of unnecessary handoff rate between our proposed
FFT-based decay detection approach and the traditional signal strength-based
approach.

Proof: Recall the imaginary part of the fundamental term
of the FFT of is given by

(2)

Note that , then

(3)

Because is always negative when
, we obtain

If we regard as a linear filter applied to the
sequence , it is obvious that is the most smooth metric
because is the filter with the least high-fre-
quency component. This will reduce the variation of even

may vary severely. Based on the above proposition, we can
set a threshold for . If it is smaller than this threshold,
the signal is considered to be decaying.

To demonstrate the effectiveness of the FFT-based decay
detection on WLAN unavailability over the traditional signal
strength-based detection [10], we perform the simulation and
the results shown in Fig. 3. In this simulation, for the traditional
signal strength-based detection approach, once the mean of the
RSSI drops below a threshold, the signal is assumed to be de-
caying. However, for our approach, only when the mean RSSI
is below the threshold and that the FFT threshold is also below
a preset value, the signal is considered decaying. In the simu-
lation, a Rician fading channel Rician fading factor dB
with Doppler frequency shift being 5 Hz is assumed. The RSSI
threshold is set to 76 dBm and the RSSI sampling interval is
100 ms, and the FFT threshold is set to 0.6. When
the user moves out of the WLAN area gradually (with speed
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of 0.7 m/s), the number of unnecessary handoff triggered is
recorded for each approach. Since we find out in this case,
the missing probability which is actually the handoff failure
probability is negligible for both methods, we only compare
the unnecessary handoff rate versus initial working RSSI, as
shown in Fig. 3. From Fig. 3, it can be seen that the unnecessary
handoff rate with our proposed FFT-based decay detection
approach is much smaller than that with the traditional signal
strength-based approach.

IV. VIRTUAL CONNECTIVITY FOR MOBILITY MANAGEMENT

This section addresses how to maintain continuity of the
on-going connections. Due to the movement of mobile hosts,
the IP addresses of the communication peers may change, re-
sulting in connection’s break if no mobility support is provided.

There are two important issues for mobility management.
First, how to locate a mobile host. Second, how to maintain the
continuity of the on-going connections. For the first issue, there
are several possible ways to address it. For instance, by using dy-
namic updates of DNS [25], each mobile host updates its record
when its IP address changes. We also note that peer-to-peer
(P2P) technology may be very suitable for this purpose, since
P2P systems provide that “given a key, it returns the IP ad-
dress of the node which owns the key” [26] in a distributed,
dynamic environment like the Internet. For the second issue,
as mentioned in Section I, the end-to-end mobility management
schemes have good properties such as independent of additional
network infrastructure and being able to achieve small handoff
delay. However, the following important issues have not been
well addressed by the existing end-to-end schemes.

1) Make mobility transparent to application. By trans-
parency to application, we mean that the upper layer
applications should be unaware of the IP address and
port number change caused by the mobility events.

2) Work under NAT. NAT is very popular due to lack of
global IP addresses. Since the connection setup procedure
is unidirectional under NAT, when a mobile host on the
public side moves, it will not be able to notify its commu-
nication peer on the private side.

3) Work under simultaneous movement. The connection up-
date information cannot be sent to the right receiver since
both of the hosts have moved away in simultaneous move-
ment case. As more and more wireless devices connect to
the Internet, simultaneous movement will happen more
frequently.

We propose VC to address the aforementioned issues as
follows. First, VC introduces end-to-end operations for two
communication peers to exchange mobility messages directly.
Second, VC introduces a LCT, which provides transparency to
applications by maintaining the original connection information
unchanged no matter how the hosts move during the connection
life span. Third, an application level subscription/notification
(S/N) service is introduced to support mobility in the cases
of simultaneous movement or when NAT is used. VC resides
between IP layer and transport layer, thus, it works for both
IPv4 and IPv6 networks in a natural way. VC is, therefore, a
unified and complete end-system-based mobility management
scheme.

A. Basic End-to-End Operations

In VC, two types of operations, namely peer negotiation and
connection maintenance, are performed per connection. Two
peers first use peer negotiation to agree on items that will be
needed for secure and accurate mobility management before
mobility events happen, and then use connection maintenance
procedure to maintain the connection continuity when mobility
events occur.

1) Peer Negotiation: The two peers exchange the following
information during peer negotiation.

• Shared Secret and Connection Identification. In order to
protect the connection from being hijacked by malicious
attackers, the connection maintenance should be per-
formed securely. We use Diffie–Hellman key agreement
protocol [27] to create a shared secret between the two
peers. The shared secret is used to secure the forthcoming
connection maintenance operations. Based on the shared
secret and the connection information, the peers create a
local to represent the connection. The procedure on
how to create will be described later in Section IV-B.

• Original IP and Port Number. In peer negotiation, the host
also notifies its original address and port number to its
peer. The receiver then can infer whether its peer is be-
hind NAT box by comparing the original address and port
number with the ones in the received packet.

• Capability and Preference. When both end hosts have ex-
plicit information about their peers, they can make more
efficient decisions. For instance, if a host is publicly ad-
dressed and does not move, the basic connection mainte-
nance procedure will be enough and the S/N service will
not be needed. The end hosts can also exchange their cer-
tificates, such that a simpler connection maintenance pro-
cedure can be selected if they trust each other. The peers
can negotiate with each other on which security method to
use, whether it has multihome capability, etc. In case that
S/N service is needed, the peers need to exchange and ne-
gotiate the preferred S/N server, so that they can subscribe
the address change events of each other via the S/N ser-
vice.

2) Connection Maintenance: VC provides the following
primitives to maintain the connection’s continuity when the IP
addresses of the communicating peers change. Note that the
basic operations are performed per connection instead of per
host, since both IP address and port number for a connection
may change if NAT is involved.

• Connection update (CU): When a host’s address is
changed, it sends CU to its peer directly to update its new
connection information for each on-going connection.
When a connection update request (CUR) is received
for a connection, a CU should also be sent out for that
specific connection.

• Connection update ACK (CUA): It is an acknowledgment
message for a received CU. CUA is the response to CU
when the receiver trusts that the peer is really at its claimed
current address carried in the previous CU.

• Connection update challenge (CUC): In case that a peer
needs to check whether the mobile node is reachable at
its claimed current address, the peer sends out a challenge
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message CUC to the mobile node’s claimed current ad-
dress. If the mobile node can receive the CUC and gives
the right response, the peer is sure that the mobile node is
really at its claimed current address.

• Connection update challenge response (CCR): CCR is
the response message for CUC. CU, CUC, and CCR
compose a three-way handshake to ensure that the mobile
node is reachable at its claimed current address (return
routability test), so that a malicious mobile node cannot
redirect traffic to innocent nodes.

• Connection update request (CUR): A host uses CUR to
requests its peer to send a CU either its current binding
is close to timeout or being notified of its peer address
change.

The connection maintenance procedure, thus, has two
forms: CU/CUA or CU/CUC/CCR. If both nodes trust each
other, CU/CUA can be used; otherwise, they should use
CU/CUC/CCR. The procedure is negotiated in the peer negoti-
ation period. The format of these messages is as follows:

where is the type of the message. is the connection
identification used to identify the connection this message
belongs to (how to compute is given in Section IV-B).

is used to attach the current IP address and port
number of the host, so that the peer can judge whether the
host is behind NAT. only appear in
CUC and CCR. is the sequence number, which incre-
ment upon each update, the sequence numbers for CU/CUA,
CU/CUC/CCR, and CUR/CU should be the same.
is used to sign the message.

Specifically, we place the peer negotiation and connection
maintenance messages above the IP layer. For TCP connection,
new TCP options are introduced; for UDP packet, these mes-
sages are put between UDP and the IP headers of the packet.
This allows VC to be independent of the network layer and
thus can be a unified approach applied for both IPv4 and IPv6
networks.

B. Local Connection Translation

One key observation from this design is that connection’s
continuity can be maintained without a globally unique home
address. VC achieves this by introducing a to uniquely iden-
tify a connection between two end hosts. is not globally
unique, it is only unique between the two communicating peers.

is generated during peer negotiation as follows:

If one mobile host detects that the newly created is iden-
tical to an existing , this results a hash collision and it needs
to notify its peer. Then, both hosts will increase the by one
and recompute the again. In this paper, we choose the length
of to be 64 bits, and the hash function to be SHA1, the
collision probability is, thus, very small. Unlike HIP [28], which

Fig. 4. LCT.

introduces a statistically unique host identity to solve mo-
bility problem, in VC, by introducing a between two
end hosts, we can decouple logical connection and IP address
without introducing yet another global ID space.

In order to address the application transparency, we propose
to use an LCT table based on . The basic idea is to maintain a
mapping relationship between the original connection informa-
tion (i.e.,
five-tuple of a connection) and the current connection informa-
tion for each active connection via , as illustrated in Fig. 4.
The original connection information does not change during the
connection life time, whereas the current connection informa-
tion changes each time the node or the peer changes IP address.
The upper layer applications only see the original connection in-
formation. Therefore, mobility is made transparent to the upper
layer applications.

For packet transmissions, when application sends a packet,
VC looks up LCT and updates the connection information, and
then delivers the packet to the lower layer. For packet receptions,
when VC receives a packet from outside network, it also looks
up the LCT table and substitutes the current connection infor-
mation of the packet to the original packet information, and then
delivers the packet to the upper layer.

Since LCT needs to manipulate the connection information,
it is placed in the TCP/IP kernel stack. The LCT item is created
when is negotiated, and is updated when the source and/or
destination hosts move to new network access points or new
network interface is added. After a connection migration (i.e.,
the five-tuple of the connection is updated), VC requires the
migrated connection to carry in each packet. In this way, the
original connection information can be identified quickly from
the LCT table by using as index.

With the abstraction of and LCT, VC can achieve multi-
home support naturally. As illustrated in Fig. 4, one can map
to multiple current five-tuples, where each current five-tuple
represents a network interface. It thus can utilize LCT for a
single logical connection to utilize several physical links at the
same time. This feature is vital for VC to achieve seamless mo-
bility management. By the proactive handoff signal from CM,
after VC handoffs the on-going connections to the new network,
it can still receive packets from the previous network. Hence, the
connections will not lose those packets that are still in the pre-
vious pipe (see Section V-B1 for an experiment).

VC can also handle the address ambiguity problem
caused by lacking global unique IP address using LCT.
Suppose mobile host at location LA is communicating
with a correspondent node using UDP, the five-tuple is

. then moves to location
LB and gets a new IP address . It consequently updates its
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new information to , and due to LCT, the connection is main-
tained transparently to the application running on . Suppose
a mobile host moves to location LA and gets the IP address

(the previous address of ), and uses the same five-tuple to
communicate with . Under this circumstance, the application
at will not be able to distinguish these two connections.
There are two solutions to this problem using LCT: 1) if is
VC enabled, can inform that a collision has been detected,
then VC at can map to

locally so that the new port
does not collide at and 2) if is not VC enabled, can trans-
late the new five-tuple from
from to a new one, say .
Here, can be chosen from the private IP address space
defined in RFC1598 [29]. By using this method, VC can avoid
using different port number to do LCT translation, hence avoid
polluting the port space.

In the above description of VC, we use “five-tuple” and
“connection” interchangeably. However, if we treat every new
five-tuple, such as UDP-based DNS queries or short-lived
Web browsing, as connections that need mobility support, the
computational overhead may be unbearable. In the following,
we present a heuristic to deduce whether a connection needs
VC support to alleviate the implementation cost. The heuristic
works as follows.

1) Only if a five-tuple is active for a period of time, say,
tthresh seconds, and the bytes transmitted bthresh

bytes, can it be treated by VC as a connection that needs
mobility support.

2) When a five-tuple is deduced to be a connection that needs
mobility support, only the sender can begin the VC nego-
tiation.

We note that this heuristic can filter the short-lived five-tuples
efficiently, considering the fact that most of the five-tuples only
live for a short period of time or transmit only small amount of
traffic, i.e., the size of the connection is heavy-tailed [30]. As to
the traces in [31], when setting bthresh to 10 KB and tthresh to
1 s, more than 95% of flows can be filtered by this heuristic. We
note that this heuristic is very useful for Web browsing, which is
dominated by short-lived TCP connections, since it is certainly
not necessary to add mobility support for every short-lived TCP
connections.

C. Subscription/Notification Service

The S/N service is proposed to address the mobility problem
(i.e., mobility under NAT or simultaneous movement) that
cannot be resolved by the existing end-to-end approaches. The
S/N service consists of two parts: an S/N server implementing
the subscription/notification functionalities and an S/N client
located at each end host exchanging information with the S/N
server using an S/N protocol. The idea of using S/N service is
as follows. A node can subscribe the address changes of mobile
node(s) via the S/N service. Once a mobile node changes its
IP address, it will inform its S/N server. Then, the S/N server
will directly notify the address change information of the
mobile node to the peers, which have subscribed this event.
Once the peers know the new address of the mobile node, the

otherwise broken connection can be resumed by using the basic
end-to-end connection maintenance procedures. The advantage
of using S/N service is that the address change information
can be actively “pushed” to the peers timely. Compared with
the methods that a node “polls” the current address of the peer
when it finds out that its peer is not reachable (by timeout),
S/N service can provide shorter handoff delay. We assume S/N
server is publicly addressable and is not mobile.

We next discuss how S/N service solves the NAT and simul-
taneous issues. We assume hosts and are communicating
with each other. As to the NAT issue described previously in
Section II, both (the node with private address) and (the
node with public address) are connected to an S/N server (they
could connect to different S/N servers separately, we assume
they are connected to a single server for simplicity), and sub-
scribes to ’s IP address changes via the S/N server. If moves
to a new network access point, it will inform the S/N server of
its new address. Then, the S/N server notifies of the new ad-
dress of . After that, can resume the connection with by
issuing the connection maintenance procedure.

As to the simultaneous movement issue, both and are
connected to an S/N server, and subscribe to the IP address
changes of each other. When and move simultaneously,
they inform the S/N server their new IP addresses, and then the
S/N notifies and of the new addresses of and , respec-
tively. Consequently, and can resume the connection by
exchanging CU/CUA.

From the above description, the functionalities of S/N server
can be summarized as follows: 1) detects IP address change of
mobile clients; 2) accepts subscriptions; and 3) delivers notifi-
cations.

An S/N protocol is provided for the end host and the S/N
server to communicate with each other. The details of the pro-
tocol are straightforward, and here we only provide a brief de-
scription. The end host uses the protocol to register/un-register
itself, to subscribe/unsubscribe the hosts that it would like to
know the address change information. The S/N server uses the
protocol to notify the address change information of the regis-
tered hosts to the subscribers. The messages between the end
host and the S/N server are secured by the shared key between
them. This shared key may be assigned offline or created using
Diffie–Hellman key agreement protocol online.

In the design of S/N service, in order to reduce the traffic
between S/N server and mobile hosts, the following guidelines
are proposed.

1) Only publicly addressed host can be subscribed. This is
because private address is not globally unique, hence,
even if a mobile host knows the private IP address of its
peer, it still cannot contact the peer due to the separation
of NAT.

2) S/N server may delay the notification message to the sub-
scribers under the following case: suppose host which
is publicly addressed, subscribes the address change of
host . When S/N server detects the address change of

, if it does not detect the address change of in the
next time interval, S/N can safely cancel the notifica-
tion to since should be able to update its connection
information to directly under this case. The rationale
behind the delayed notification is based on the fact that
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simultaneous movement is a low probability event. How-
ever, should be carefully chosen so that the additional
delay is bearable when simultaneous movement happens.

The combination of NAT and simultaneous movement can
produce very complicated mobility cases which can be all han-
dled by the proposed S/N service (except the case that both
peers are behind NAT, where connection cannot be established
from end-to-end). See Section V-B2 for an experiment on how
the proposed S/N service handles NAT and simultaneous move-
ment. Other cases can be handled similarly.

We note that S/N service is provided at the application layer.
S/N differs from HA of MIP in that S/N moves part of the mo-
bility functionality from within the network core to the end
system, S/N therefore is not a network layer component and
is deployed at the end systems, which makes it easier to de-
ploy. Moreover, S/N only involves in signaling, not packet for-
warding, and is invoked only under cases that cannot be handled
by the basic end-to-end connection maintenance procedure (i.e.,
NAT or simultaneous movement). S/N is, thus, unlikely a con-
gestion point.

D. Handoff Delay Analysis of VC

Small handoff delay is important to achieve seamless
roaming user experience. By using the end-to-end principle
and the “push” method in the S/N service, VC achieves small
handoff delay. We next analyze the handoff delay of VC and
compare with that of MIPv6. For fair comparison, we choose
CU/CUC/CCR as the connection maintenance procedure for
VC, as both of them include return routability test. In what
follows, we assume mobile node and are communicating
with each other, and for single node movement case, we assume
node changes its address, and the handoff delays can be
derived, respectively

where denotes the handoff delay for single node movement
case, is the round-trip time between nodes and , and

is the delay from to , respectively. Since there is no
HA in VC, the handoff delay of VC is at least less than one RTT
smaller than that of MIPv6 in single node movement case.

For simultaneous movement case, the handoff delays are

or

where denotes the handoff delay for simultaneous move-
ment case, and and are delays from to
and to via S/N, respectively. is calculated as follows.
Since S/N pushes the address change information to the two
peers simultaneously, the delay caused by S/N is, thus, the
minimum value of and plus the delay caused

Fig. 5. Implementation architecture of the proposed mobility management
system.

by the basic end-to-end operations. However, for MIPv6, under
simultaneous movement, a mobile node needs to perform the
mobility management procedure with both HAs. Furthermore,
handoff procedure is completed only after the two separate
binding cache maintenance procedures are done. is,
thus, the maximum value of the two procedures.

From the above analysis, we can conclude that in both cases,
the handoff delay of VC is much smaller than that of MIPv6.
This property is an important feature to enable seamless
roaming with smaller handoff delay.

V. SYSTEM IMPLEMENTATION AND EXPERIMENTS

A. System Implementation

To demonstrate the effectiveness of the proposed mobility
system, we have implemented a prototype system on the
Windows 2000 operating system based on the architecture
illustrated in Fig. 5.

In this architecture, CM runs as a background service at
user level. CM senses all the wireless network interfaces
via the network driver interface specification (NDIS) device
interface, which in turn manipulates all the network devices.
CM performs the network availability detection (physical
layer sensing) and network condition estimation (MAC-layer
sensing) based on the methods introduced in Section III.
After that, it can get information such as WLAN_WEAK
and WLAN_AVAILABLE, available bandwidth, mean access
delay. CM then decides whether it needs to switch the physical
access network based on the information gathered. After
vertical handoff decision is made, CM then triggers VC to
perform connection maintenance functionalities.

The implementation of VC in this prototype system is com-
posed of the following two parts: end-to-end mobility kernel
part and S/N service part. The mobility kernel part is located
at kernel level. It implements the peer negotiation, the connec-
tion maintenance, and the LCT table maintenance. This part
is located within the TCP/IP protocol stack and is tightly in-
tegrated with the TCP/IP code to achieve high efficiency. For
instance, the LCT data structure is added into the TCP con-
trol block (TCB) structure of TCP and the SrcObj structure of
UDP [32]. Considerable efforts have been taken to minimize the
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Fig. 6. Experiment testbed.

overhead introduced by VC. The S/N service part is located at
user level. As we have described in Section IV-C, S/N service
is composed of two parts. A centralized S/N server is imple-
mented to realize the subscription/notification functionalities,
and a S/N client is located at each end host. The S/N client and
S/N server use the S/N protocol to exchange mobility related
information. An interface is designed for the mobility kernel to
exchange information with CM and the S/N service. CM can
trigger the mobility kernel to perform mobility management
procedures and the S/N service can exchange subscription/no-
tification messages with the mobility kernel via this interface.
The protocol stack we use in this implementation is the IPv6
stack from Microsoft Research [32].

B. Experiments

The experimental testbed is setup, as depicted in Fig. 6. Mo-
bile hosts and have multiple methods to access the network.
They can connect to the Internet via the China Mobile GPRS
network (with a maximum 40 kb/s downlink rate) using a GPRS
Aircard 750 card or via the China Unicom CDMA1X network
(with a maximum 153.6 kb/s) using a ZTE MC310 PC Card.

and can also access the local WLAN network via or
using a Lucent WaveLAN 802.11b card ( and

work under two noninterfering channels and belong to the same
distribution system), and they can connect to the local network
via the conventional Ethernet. Both and install the proto-
type system (i.e., CM and VC enabled). In all the experiments
that follow, the last hop wireless link is the only bottleneck.

In the following experiments, GPRS/CDMA WWAN is as-
sumed always available and 802.11b WLAN is assumed to be
available only at certain hot spots.

Based on the implementation of the prototype system, we
perform the following experiments to show that the proposed
system can indeed achieve end-to-end mobility proactively and
seamlessly. Only basic CU/CUA connection maintenance pro-
cedure is used for simplicity in the experiments. CU/CUC/CCR
procedure works approximately the same, except that its handoff
time is one RTT longer.

1) Seamless Roaming and Proactive Network Selection: We
first show how seamless roaming is achieved. In this experi-
ment, host is connected to the local network via Ethernet. At

first, mobile host is communicating with via GPRS, it then
moves from GPRS to WLAN; after some time, it moves back to
GPRS network. There is a TCP connection between and ,
transferring data packet from to .

The sequence numbers of the data packets received by
during the two handoff periods are illustrated in Fig. 7(a) and
(b). It can be seen from Fig. 7 that the connection is maintained
successfully in both directional movements. More specifically,
in the case of roaming from GRPS to WLAN, at time 39.22 s
CM triggers VC to migrate to the WLAN network, and new
packets via WLAN are received at at time 39.46 s. How-
ever, there are still nine packets with 5796 bytes in the previous
GPRS pipe. Due to the design of VC and since GPRS is al-
ways on, these data in the previous pipe will not be lost and
will still trigger back acknowledgments (ACKs), which is im-
portant to avoid a time out. The data in the GPRS pipe will be
drained at time 40.55 s. Therefore, under this circumstance, VC
can achieve zero disruption time1 and very small handoff delay
(the time interval between the time CU is sent out and the time
CUA is received, i.e., s). Note that seam-
less mobility is achieved since the disruption time is 0.

In the case of roaming from WLAN to GPRS, we can see that
at time 463.5 s CM triggers to send CU to via GPRS, and

receives CUA at time 464.3 s. In this experiment, some data
packets from to are lost after detaches from WLAN,
hence, TCP will time out and slow start; the first data packet
transmitted via GPRS is at time 465.6 s. In this case, the handoff
time is s, and the disruption time is approx-
imately 2.1 s, which is much smaller than that in the system
presented in [10] ( 10 s for TCP). Note that in this case when
bandwidth changes from high to low, the disruption time is re-
lated to the upper layer transport protocol.

We then use the following example to show how proactive
network selection is achieved. The setup of this experiment is
similar. Host moves from GPRS to WLAN hot spots. How-
ever, there are more than one access points (namely, and

in this experiment) that can associate with. With the help
of CM, can choose the best network to enter. Here, by best,
we mean highest available bandwidth.

In the traditional scheme without MAC-layer sensing, host
will pick up an AP randomly. However, in our proposed system,

can proactively measure the available bandwidths of and
, and choose the AP with higher available bandwidth.

We then measure the throughput in each approach with and
without available bandwidth estimation. Fig. 8 shows the se-
quence numbers of the data packets captured at node , the
available bandwidths of and are about 2.02 and 3.93
Mb/s, respectively. Hence, the proposed system can choose the
AP with better network condition (in this case, ) to associate
with, whereas the traditional approach may choose the network
with the lower available bandwidth. We can see that the connec-
tions in both cases are maintained seamlessly due to the func-
tionality of VC.

2) Connection Maintenance Under NAT and Simultaneous
Movement: In this experiment, as depicted in Fig. 9, there is a

1In this paper, we define the disruption time as min(0; T �T ), where T is
the time when the first packet received from the new network interface, and T

is the time when the last packet received from the previous network interface.
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Fig. 7. TCP sequence number measured at node A. (a) Handoff from GPRS to WLAN. (b) Handoff from WLAN to GPRS.

Fig. 8. TCP sequence number measured at host A with and without CM.

duplex UDP connection between and , representing a bidi-
rectional voice communication. The rate of the UDP connec-
tion is 32 Kb/s and the packets are equally 250 bytes long. At
the beginning, mobile host is behind NAT and accesses the
network via , mobile host is connected to the network
through Ethernet. After some time, changes from WLAN to
Ethernet by plugging the Ethernet cable in and moves from
Ethernet to WLAN by unplugging the Ethernet cable simulta-
neously. We use WiNE [33], a network emulator for windows
platform, to add 100–ms delay for the Ethernet interfaces of
and .

The mobility management procedure works as follows.

1) After simultaneous movement, and send CU mes-
sages to the S/N server to update the connections with
S/N, and also sends CU to ’s previous location to up-
date the connection with , however, this message will
be lost since has moved away ( does not send CU to

since ’s previous address is private).
2) S/N detects that both and have moved.
3) It notifies of ’s new IP address via a notification mes-

sage (but it does not notify of ’s new IP address since
’s new address is a private address.

Fig. 9. Mobility management under simultaneous movement and NAT.

4) issues CU message to ’s new IP address and replies
a CUA message to ’s new IP address, after that, the
connection between and is kept.

Fig. 10 illustrates the traffic trace received at host and .
Since in this experiment, and moves simultaneously, hosts

and cannot update the connection information directly (
moves at time 27.84 s and moves at time 27.92 s. The CU from

to will be lost since s s ms). From
the traces, we can see that this bidirectional connection is main-
tained successfully. More specifically, for host , after it moves
at time 27.92 s, it cannot receive packets from anymore. Host

receives a notification message from the S/N server at time
27.97 s and it sends out a CU to to update its new connection
information using the new IP address of immediately. After

receives the CUA from ’s new location at time 28.17 s, it
begins to receive packets from again. The situation is a little
different for host . Since, in this case, changes to private
address, the S/N server will not notify ’s new address to .
moves at time 27.84 s and waits for the CU message from ,
and receives the CU message from at time 28.07 s, after that,
it begins to receive packets from . In this case, as depicted in
Fig. 10, the handoff delays for host and are about 250 and
230 ms, respectively. This experiment, therefore, demonstrates
that VC can support simultaneous movement efficiently.
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Fig. 10. (a) Sequences of the received packets at host A. (b) Sequences of the received packets at host B.

Fig. 11. TCP throughputs under our system and the traditional signal
strength-based handoff plus VC.

3) Fewer Ping-Pong Switches and Higher Throughput: The
setup of this experiment is the same as that of experiment 1.
In this experiment, mobile host roams around the edge of
the WLAN, and then moves away from WLAN to CDMA1X.
Due to the signal fading of WLAN, may switch between
CDMA1X and WLAN and between and within the
same WLAN (link layer handoff, which is transparent to the
network layer) frequently if traditional handoff scheme is used.
However, with help from CM, the ping-pong effect can be min-
imized; hence much higher TCP throughput is achieved.

The TCP throughputs (averaged in 1 s) under the traditional
signal strength-based handoff plus VC approach ( for
abbreviation) and our mobility system are depicted in Fig. 11.
During the testing period, TCP connection is maintained suc-
cessfully under both cases owing to VC. From Fig. 11, we ob-
serve that by combining CM and VC, much higher throughput
can be obtained since CM can notify the handoff decision more
accurately. In this experiment, TA triggers five vertical hand-
offs (three for WLAN to CDMA1X and two for CDMA1X to
WLAN), while CM triggers no vertical handoff expect the one
when finally steps out of WLAN. The average TCP through-

puts are 2.5 and 1.46 Mb/s under and ,
respectively. Note that sometimes the transient throughput may
also be low even in WLAN due to the low RSSI and unknown
interference, but still much larger than the one in CDMA1X,
which achieves only tens of kilobits per second.

The above three experiments conclusively demonstrate that,
by integrating CM and VC, the proposed mobility system can
successfully provide mobility support for heterogeneous wire-
less networks. It reacts to the roaming events not only proac-
tively but also more accurately as compared with traditional
approaches. The connections are maintained seamlessly from
end-to-end under different mobility cases and the overall per-
formance is significantly improved.

VI. CONCLUSION AND DISCUSSIONS

In this paper, a novel end-to-end mobility management
system is proposed for seamless and proactive roaming across
heterogeneous wireless networks. The proposed system in-
tegrates a connection manager that intelligently detects the
condition of the wireless networks and a virtual connec-
tivity-based mobility management scheme that maintains
connection’s continuity using the end-to-end principle. The
proposed system reacts to roaming events proactively and
accurately, maintains the connections’ continuity seamlessly,
and is a unified end-to-end mobility management system for
both IPv4 and IPv6.

More specifically, in CM, MAC-layer sensing is proposed in
addition to the traditional physical-layer sensing to obtain net-
work parameters such as available bandwidth and access delay
when roaming from WWAN to WLAN, and an FFT decay de-
tection algorithm is proposed to significantly reduce the unnec-
essary handoff rate and ping-pong effect when roaming from
WLAN to WWAN. In VC, end-to-end connection maintenance
mechanism is introduced to make it independent of additional
network layer infrastructure. VC consists of an LCT to make
mobility transparent to upper layer applications and an S/N ser-
vice to successfully handle mobility under NAT and simulta-
neous movement.



GUO et al.: SEAMLESS AND PROACTIVE END-TO-END MOBILITY SOLUTION 845

We have built a prototype system and have performed a se-
ries of experiments, using roaming among GPRS/CDMA1X,
802.11b, and Ethernet as examples, to verify and demonstrate
the properties of the proposed system. The experimental results
demonstrate that the proposed system achieves seamless and
proactive end-to-end mobility when mobile host roams across
heterogeneous wireless networks.

We are currently working to extend CM to include wireless
personal area networks (WPAN), WCDMA, IEEE 802.11a/g
into this prototype system. We are also investigating how to use
P2P networks to decentralize the S/N service, since the “lookup”
service provided by the P2P networks [26] can be extended
to the “subscription/notification” semantic. In this way, a dis-
tributed, self-organized S/N can be achieved without a central
point.

APPENDIX

In this Appendix, we derive the available bandwidth and ac-
cess delay from the NAV for the IEEE 802.11 WLAN with DCF
mode [22].

A. Available Bandwidth From NAV

According to the equivalent -persistent model [34], the prob-
ability with time slots between two successive transmissions
can be given by the geometric distribution with parameter as
follows:

(A-1)

This can also be derived by assuming that the user number is
large enough and the traffic collectively follows Poisson process
[35], [36].

Thus, the mean time interval between two successive trans-
missions is

(A-2)

where is the duration of a time slot. From (A-2), can then
be derived as

(A-3)

With this model, the probability of simultaneous transmis-
sions from users at a time slot will decrease exponentially as

increases. Since the collision probability caused by simulta-
neous transmission of users is usually quite small, we
approximate that the collisions are caused by two simultaneous
transmissions. Since the channel busy occupation is caused by
either a successful transmission or a collision, we can derived
the mean frame rate (frames/second) as

(A-4)

where is the channel busy time per second, is the average
number of trials of a transmission, is the time length of a
successful transmission which is the sum of RTS, CTS, DATA,
and ACK, and is the length of a collision. Then, the average

interval between two successive transmissions can be obtained
by dividing the idle time with the number of transmission trials.
That is

(A-5)

From the desired user point of view, at the boundary of each time
slot, a transmission from other users is inserted with probability

. Accordingly, the probability with no transmission
inserted is . As a result, the probability of the successful
transmission of a frame for the th trial is . Thus, is
obtained as follows:

(A-6)

where is the maximum number of trials before a frame is
discarded.

It can be derived that the NAV has the following relationship
with and :

(A-7)

where is the NAV duration for a successful frame transmis-
sion and is the duration for a collision. By combining
(A-3)–(A-7), we can solve the five unknowns, , , , , and

for a given NAV.
Then, the available bandwidth can be obtained from NAV as

follows:

(A-8)

where is the mean frame size and the total system band-
width which can be obtained in the following section.

B. Delay From NAV

In this section, we derive the relationship between NAV and
access delay. The access delay is defined as the time spent from
the time when a MAC frame becomes the head of a MAC layer
queue to the time when this frame is successful transmitted.

Assume that in the current system, the desired user gener-
ates a new frame and wants to send it through the WLAN. Ac-
cording to IEEE 802.11 WLAN MAC, a contention window

will be uniformly generated within the range of
after sending a MAC frame, where is the initial con-
tention window range defined in DCF mode. Thus, the access
delay is given by

(A-9)

where denotes the time interval when this new generated
frame should wait until the channel is idle, denotes the time
needed to reduce the contention window counter to zero, and

denotes the time needed to send the frame after the counter
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Fig. 12. Reduction of contention window.

reduces to zero. It can be seen that the mean of can be ex-
pressed as

(A-10)

where the collision probability denoting the number of the
collisions among all the trials to send a frame, can be given by

(A-11)

Next, we calculate the mean values of and in the fol-
lowing sections, respectively.

1) Computation of : Note that the contention window is
reduced by one after each idle time slot. However, the reduction
will be suspended due to the transmission from other users. In
each time slot, a transmission from other users is inserted with
probability . Accordingly, the probability with no
transmission inserted is . In Fig. 12, we plot the proce-
dure of reducing the contention window .

From Fig. 12, we can see that the time needed to reduce the
contention window to zero is given by

(A-12)

Define as the mean of , where is uniformly dis-
tributed in , then

(A-13)

In DCF mode, a contention window , which is uniformly
distributed in , is generated after previous MAC
frame transmission. When a new frame arrives, it will be
transmitted immediately when the channel is sensed idle [22];
otherwise, the average remaining time can be approximated to
be . Thus, the mean of can be obtained as

(A-14)

2) Computation of : When the backoff counter is re-
duced to zero, the frame is sent. Obviously, the probability that
this frame collides with other frames is exactly the same as
the probability that a transmission will be inserted during the

counter reduction, which is . However, in the case of colli-
sion, will be wasted and the user will double the contention
window and regenerate a backoff counter .
Note that in IEEE 802.11 DCF, the new CW range is

instead of . Here, for simplicity, we ignore the subtle
difference. Then, another round of counter reduction plus the
trial of sending frame starts. Thus, the mean of is given by

(A-15)

where

(A-16)

It can be seen that this is a recursive structure and can
be written as

(A-17)

In the above equations, in order to guarantee that the transmis-
sion time does not explode and the system does not overflow,
we need to assure that the following series converges:

(A-18)

Here, the convergence of above series means that the probability
of successfully sending the frame after one or two collisions
should be large enough though the first trial to send the frame
may fail. Based on the convergence requirement of above series,
we can obtain the maximum frame arrival rate allowed by the
system. Then, the total system bandwidth can be calculated
as .

Finally, by combining (A-10), (A-14), and (A-17), the mean
of the access delay is given by

(A-19)

Note that is omitted from (A-19) since the se-
ries in (A-18) converges and , when is sufficiently
large. Since all the required parameters in the above equation,

, , and , can be obtained from NAV with the derivation in
the previous section, the mean access delay can be derived
from NAV accordingly.
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