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Abstract 
 

The proliferation of handheld devices with the 
support of multiple interfaces makes it a common 
requirement of users to have access to multiple access 
networks simultaneously in order to obtain increased 
performance. Aggregating bandwidth of two or more 
Internet connections makes Internet applications to use 
the total available bandwidth in order to increase the 
goodput and reliability with link redundancy. In this 
paper, a Bandwidth Aggregation System (BAS) along 
with its implementation is discussed. Moreover a 
queuing theory based analytical model to derive the 
performance for aggregating bandwidth using multiple 
available interfaces for TCP connections is presented.  

Next, that model has been used to derive an 
expression for average data transmission rate when 
BAS is being used. In the end the performance of the 
model is validated by simulating the BAS and 
comparing the model predicted results with the 
experimental results. The comparison shows excellent 
agreement.   

  
Keywords - Bandwidth Aggregation, Queuing Theory, 
Performance Modeling,  
 
1. Introduction 
 

The growth of Internet in recent years has proved to 
be a major driving force towards the tremendous 
increase in various wireless technologies to access the 
Internet. These technologies include GPRS, EDGE, 
CDMA2000, IEEE 802.11, UMTS etc. With the 
increasing demand of the users and the availability of 
service providers using different wireless technologies 
gives a push to the mobile devices manufacturers to 
make such devices which are equipped with more than 
one interface. It is now common that modern mobile 
terminals possess multiple network interfaces such as 
WLAN, Ethernet, GPRS, and optionally WiMax 
interfaces. In literature several architectures and 
protocols [1][2] are available which exploit the use of 
multiple interfaces in such 4G heterogeneous network 

environment. Most of the protocols are confined to 
propose the solution for vertical handovers and very 
few proposes the mechanism for BAS for example 
[1][3][4]. Bandwidth Aggregation is a technique 
through which users can accumulate the available 
bandwidth of the multiple available networks in order 
to increase the throughput and improved quality of 
experience (QoE). So for various solutions have been 
provided to handle the data stripping for bandwidth 
aggregation. These solutions can be categorized 
according to the layer of TCP/IP protocol stack on 
which these solutions operate. Providing the BAS 
service at transport layer neither need any changes in 
the existing protocol stack nor require any extra entity 
in the network thus providing application transparency.  

The services offered by different wireless 
technologies such as data rate, QoS, pricing, coverage 
etc. are widely different to each other. The user has its 
own priorities to choose one or more network interfaces 
based upon the offered services. A BAS takes data from 
application, store it in its own buffers, strip it for 
multiple available networks according to the user 
preferences and send to the destination using multiple 
network interfaces. For sending data on multiple 
interfaces, BAS needs to create multiple TCP 
connections over each link with the destination 
counterpart of BAS. Each send buffer of TCP 
connection and one send buffer of BAS cumulatively 
represents the system as a network of queues in which 
data arrival rate and departure rate over multiple 
connections are all time varying.  

In this paper, we present an implementation of a 
Bandwidth Aggregation system and its performance 
modeling using an analytical queuing model. The rest 
of the paper is organized as follows. Section 2 presents 
an overview of BAS and its implementation. In section 
3 a survey of existing queuing models for TCP is 
presented. In section 4 a queuing model is derived from 
generic models for BAS and certain performance 
measures are discussed. In section 5 an experimental 
setup is described. In section 6 the accuracy of the 
derived queuing model is corroborated comparing the 
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protocols implementing such a system may have their 
own connection/association establishment and 
termination procedures. Such types of mechanisms are 
out of scope of this paper.  

 
Algorithm 1: Data_Schedule(AID, CID[ ], PM[ ], c_ctr) 
Input: Association identifier, Array of connection descriptors under
current association, Performance measure that is the observed 
throughput in previous iteration of each connection, Total number of
connection under current association 
Output: Strip data taken from Send_Buffer and send on each
connection based upon each PM, Update PM 
1: for i =1 to c_ctr do 
2: if PM[i] > Minimum_Data_Packet_Size then 
3: {Get data of size equal PM[i], append header and send on 

CID[i]} 
4: {Based upon return value of send() call, update PM[i]}  
5: else  
6: {Wait for certain number of iterations and then try to send 

data packet of Minimum_Data_Packet_Size} 
7: {Based upon return value of send() call, update PM[i]} 
8: end if 
9: end for 
 
Algorithm 2: Data_Re-assemble(AID, CID[ ], c_ctr) 

Input: Association identifier, Array of connection descriptors under
current association, Total number of connections under current
association 
Output: Data packets received from each connection, detach header
and according to sequence number place in Main_Recv_Buffer 
1: for i =1 to c_ctr do 
2: if socket CID[i] is readable then 
3: {receive packet, parse header, place in Main_Recv_Buffer at 

appropriate place according to the sequence number} 
4: end if 
5: end for 
 
3. Existing Queuing Models for TCP 
 

There are numerous models available in the 
literature to predict the performance of TCP 
connections. Some of those are based upon queuing 
theory and some uses Markov Chains. Some of these 
models use few parameters from the IP networks for 
example RTT, packet loss ratio etc. as in [8] [9]. Some 
uses primitive network parameters for example data 
rates, buffer size, propagation delays etc. as in [10]. 
There are various approaches to model TCP 
performance. A detailed discussion on such approaches 
can be found in [11].  

Usually for TCP connections, M/G/∞ queuing model 
is used because it is assumed that the arrival rate and 
the service rate remains constant in time when TCP 
connection is in steady state and theoretically there can 
be infinite number of servers in the system to serve 
TCP connections, since there is no limitation on the 
number of TCP connections in any given state within a 
system. If we look at the BAS in general as a network 
of queues then it could be argued that the arrival and 
departure rates are time varying and also there is finite 

number of TCP connections under one association. The 
number of these servers is also a time varying measure. 
So there are two most appropriate queuing models that 
may partially fit in this scenario are M(t)/M/c(t) [12] 
and M(t)/M(t)/c(t) [13]. In order to allow the arrival and 
service rates to vary with time, [12] replaced λ (arrival 
rate) with time varying function λ(t) and [13] replaced µ 
(service rate) with time varying function µ(t).  
 
4. Proposed Queuing Model 
 

In this paper a simplified and generic queuing model 
of type (M/M/c):(FCFS/N/∞) is derived. It is assumed 
that for small intervals of time and in steady TCP 
conditions, the arrival and departure rates will be time 
in-varying and both follow the Poison distribution but 
the departure rate µ will be different for each individual 
TCP connection. For example in the BAS if two 
network interfaces are being used for bandwidth 
aggregation out of which one is of type GPRS, and the 
other one is of WLAN then the departure rate of GPRS 
and WLAN will be different. A very generic queuing 
model of this type is presented in [14]. The model is 
extended in such a way that the departure rate or service 
rate µ will be different for each connection instead of 
same as presented in [14]. Following are the definitions 
of basic variables being used to model a BAS at an 
instance of time t. It is assumed that at time instance t, 
the system will be in steady state: 
n = number of data packets in the system (in main 
buffer plus all packets in TCP buffers) 
λn= Arrival rate given n packets in the system ߛ  = Departure Rate of ith connection  
µn= Cumulative departure rate given n packets in the 
system. It is the sum of all individual departure rates of 
c number of connections. It could be defined as: 
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As N is the total number of packets that the system 
can accommodate therefore when the system 
approached this limit, it stops receiving more bytes 
from the application. In this case λ becomes zero. 
According to [14] λn can be defined as: 

⎩
⎨
⎧

>
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=
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n ,0

0,λ
λ    (2) 

For the system to work in steady state, following 
condition must hold: 

ρ = 
λ
μ  < 1 
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ρ = 
λ∑ ఊసభ     (3) 

Let pn be the probability that n packets are in the system 
then [14] defines it as: 
 

pn= ቆ ఒషభఒషమఒషయ…………ఒబ
μ ୬ μ ୬ିଵ μ ୬ିଶ……… μ ଵቇ p0 (4) 

 
Using equations (1), (2) and (3), pn can be written as: 
 

pn= ቆ ఒ∏ ሾ∑ ఊ ೕసభ ሿೕసభ ቇ p0  for 0 ≤ n < c 

and      (5) 

pn= ቆ ρషఒ ∏ ሾ∑ ఊೕసభ ሿೕసభ ቇ p0 for c ≤ n ≤ N 

 
The expression for p0 can be derived from 

 ∑  ൌ 1ேୀ  
 
So 

p0 = ଵ∑ ቌ ഊ∏ ሾ∑ ംೕసభ ሿೕసభ ቍౙషభసబ ା ቌ ഊ ∏ ∑ ംೕసభ ൨ೕసభ ቍ൬భషρಿష భషഐ ൰ 
 

Next the most commonly used steady-state 
measures of performance in a queuing scenario are 
computed. Let Nq be the expected number of packets in 
queue. The packets start being queued in the 
Main_data_buffer when the number of packets in the 
system becomes more than the total number of packets 
which could be accommodated in all TCP send buffers. 
Nq can be computed as: 
 
Nq = ∑ ሺ݊ െ ܵሻேୀௌାଵ  

=∑ ሺ݊ െ ܵሻேୀௌାଵ ቆ ρషఒ ∏ ሾ∑ ఊೕసభ ሿೕసభ ቇ p0 (6) 

 
Here S is the total number of packets which could be 
accommodated in all TCP send buffers. Let Ns be the 
expected number of packets in the system that can be 
derived from Nq as follows: 
 
Ns = Nq + cρ    (7) 
 

In order to derive an expression to calculate the 
average data transmission rate, we need to calculate the 
expected waiting time in queue, Wq, and expected 
waiting time in service, Ws. These performance 

measures could be derived using Little’s law as 
explained in [14].  

Ws =  ே௦ఒ     (8) 

Wq =  ே     (9) 

Where ߣeff [14] is the effective arrival rate in the 
system that may be equal to ߣ if all packets coming 
from application could be accommodated in the system 
and there may occurs a situation when some data 
packets could not be accommodated in the BAS then ߣ  ߣ  :eff can be computed as followsߣ  .
 lost = λpNߣ lost    (10)ߣ -eff = λߣ 
 
While ߣlost is the rate at which the application tries to 
send packets but the buffers in the BAS are already full. 
The packets per unit time average data transmission rate 
GP can be calculated as follows: 
ܲܩ  ൌ ேௐೞ     (11) 
 

 The following sections describe how this model is 
validated with the actual results.  
 
5. Experimental Setup 
 

In order to validate our derived model, NCTUNS 5.0 
[15] is used as a network simulator. Figure 2 shows the 
simulation scenario. In this simulation, a multi-interface 
mobile node acts as client and communicates with a 
fixed node acting as TCP server. The link between 
router (node 2) and fixed node (node 1) is of 10Mbps 
Ethernet link while the available links from mobile 
node (node 3) to the router through different access 
technologies is variable depending upon our scenario as 
shown in Table 1. A TCP based traffic generator and 
receiver applications along with BAS support were 
used on mobile node and fixed node respectively. The 
traffic generator connects with the receiver through 
each available interface and starts sending fixed sized 
packets of 2KB. The generator application uses fixed 
sized TCP connection send buffer for each connection 
and each buffer can accommodate maximum of 50 data 
packets. The main send buffer of BAS can 
accommodate maximum 150 packets. It means that if 
there are three number of interfaces being used (c = 3) 
then the system can accommodate maximum 300 
packets so N will be 300.   
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6. Model Validation 
 

The graph of our derived probability density 
function (pdf) for n number of packet in the system is 
shown in Figure 3 and its CDF is shown in Figure 4. 
There are total of six experiments conducted and results 
are compared with model predicted results. The 
summery of the experiments and comparison is 
presented in Table 1. The comparison is also presented 
in a graph as shown in Figure 5. The duration of each 
experiment is 100 seconds. The first experiment 
involved using three interfaces with 638pps (packets 
per seconds) of data arrival rate, λ, from application to 
BAS and cumulative data departure rate µn of all three 
connections as 640pps. In subsequent two experiments, 
the number of connections is gradually decreased. In 
the forth experiment, the transmission rate of each 
connection is decreased to almost half and then results 
are gathered as show in Table 1. In all six experiments, 
the observed and predicted values for data transmission 
rates show an excellent agreement. Here one point is to 
be noted about the gradual decrease in value of λ. As 
mentioned earlier that for a queuing system to work 
under steady-state condition, the arrival rate must be 
kept less than the service rate so that ߩ ൌ ߣ ⁄ߤ ൏ 1. 
Therefore the value of λ is kept less than the total 
departure rate µn. If λ is greater than µn then value of ߣlost and Nq increases but the average data transmission 
rate will always be less than or ideally equal to µn. If ߣ ا   then the Nq and Wq becomes negligible becauseߤ
the probability that a packet arrives and found each 
connection buffer full becomes negligible. 

  
 

 

Figure 3: The probability density function (pdf) for n number of 
packets in the system 

 

Figure 4: The cumulative distribution function (CDF) for n number 
of packets in the system 

 

C λ γ1 γ2 γ3 µn 
GP 
(Analytical) 

GP 
(Experimental)

3 638 320 192 128 640 572.74 567 

2 506 320 192 0 512 456.62 453.91 

1 312 320 0 0 320 286.3 283.75 

3 223 128 64 32 224 196.73 197.76 

2 190 128 64 0 192 174.02 169.73 

1 125 128 0 0 128 115.94 113.34 
Table 1: Experimental and analytical results 

 

Figure 5: Comparison of average data transmission rates 

Figure 2: Simulation Scenario 
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Figure 5 shows three plots. The upper plot illustrates 
the selected value of cumulative transmission rate of all 
TCP connections. The two plots in the lower side shows 
the actual and predicted average data transmission rates. 
The predicted values were calculated using equation 11. 
The observed average data transmission rate is the 
average of transmission rate observed during 100 
seconds time period of the experiment. The trend of the 
plots shows that as the number of connections 
participating for bandwidth aggregation decreases so 
does the average transmission rates. This shows the 
validity of using a BAS in order to improve the 
throughput. Moreover the predicted or analytical values 
also decrease as the number of connections decrease.  
 
7. Conclusion 
 

In this paper a generic architecture for a Bandwidth 
Aggregation System (BAS) along with its 
implementation is presented. Moreover it is argued that 
a BAS can be described as a network of queues. Based 
on this argument a queuing model is derived for the 
performance evaluation of a BAS. The model is used to 
derive an expression to predict the average data 
transmission rate for TCP connection in a BAS under 
steady-state conditions. In the end the predicted values 
are validated with the experimental results and found 
that model’s predicted results and experimental results 
have an excellent agreement.  

Although the average transmission rate is based on 
how fast the TCP drained the packets from its 
connection send buffer and TCP drain its connection 
send buffer only when it receives an acknowledgement 
from the other end but as a future work, it is planned to 
incorporate the TCP receive buffer size, receiving rate 
in a BAS and receiving rate of application in the model 
so that the effects of noisy links and slow receiving rate 
of applications could be predicted.   
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